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Abstract. The elementary excitation spectrums for the Anderson model at finite temperatures are calcu-
lated by using the Bethe-ansatz solution. The formulation is based on the method of Yang and Yang, which
was developed for the one-dimensional boson systems with the δ-function type interaction. We obtain the
temperature dependence of the spin and the charge excitation spectrums. When the impurity level lies
deeply from the Fermi level and the Coulomb interaction is suitably large, the resonant peak structure
develops in the low energy region of the spin excitation spectrum and the hump structure grows around
the impurity level of the charge excitation spectrum with decreasing temperature.

PACS. 75.20.Hr Local moment in compounds and alloys; Kondo effect, valence fluctuations, heavy fermions
– 72.15.Qm Scattering mechanisms and Kondo effect – 71.27.+a Strongly correlated electron systems;
heavy fermions

1 Introduction

The single-impurity Anderson model has been studied in-
tensively for years as one of the most important Hamilto-
nian of the condensed-matter physics. Indeed, this model
has been applied to investigate, for example, the Kondo
problem [1,2], the physics of actinide and rare-earth com-
pounds [3] and the dynamical process of an adsorbed
atom on metal surfaces [4]. Considerable progress in un-
derstanding the physical properties of the model has
been achieved by various theoretical methods such as the
perturbative approach [5], the renormalization-group ap-
proach [6] and the Bethe ansatz solution [7,8].

The physical property of the Anderson model depends
mainly on the strength of the Coulomb interaction be-
tween the electrons of the localized orbital and the energy
level of the impurity. When the Coulomb interaction is
suitably large and the impurity level lies deeply below the
Fermi level, we observe the Kondo effect in this model at
low temperatures. If the impurity level approaches to the
Fermi level, the Kondo effect disappears and the ground
state with intermediate valence comes out. In fact, physi-
cal quantities such as the spin susceptibility and the spe-
cific heat in both cases show characteristic temperature
dependences [9,10].

The elementary excitation spectrums at finite temper-
atures provide us with an important information about the
correlation effects of the systems at finite temperatures.
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Some calculations of the single particle spectral-densities
at finite temperatures have been performed for the An-
derson model based on the quantum Monte-Carlo method
[11] and the numerical renormalization-group method [12,
13], and the temperature dependence of peak structures
has been discussed. In this paper, we calculate the elemen-
tary excitation spectrums of the Anderson model at finite
temperatures by using the Bethe ansatz solution. Follow-
ing the method of Yang and Yang [14], we introduce a
dressed particle to formulate the elementary excitation at
finite temperatures, which is a local analogue of the collec-
tive mode in the periodic system such as the des Cloizeaux
and Pearson mode for the one-dimensional Heisenberg an-
tiferromagnet [15]. Note that the elementary excitation
spectrums of the quantum impurity problems obtained by
this method show behaviors characteristic of the local cor-
relation effect of the system at finite temperatures [16]. In
the calculation of the excitation spectrums for the Ander-
son model at zero temperature, the spin and the charge
degrees of freedom have been treated independently [17],
although the Anderson model is known to exhibit the lo-
cal Fermi-liquid properties concerning the low-energy ex-
citation. This does not contradict each other. It has been
shown that the local Fermi-liquid is always stabilized due
to the locality of the correlation, though the spin-charge
separation occurs even in the Kondo system [18]. We con-
sider that this is true also at low temperatures.

The set-up of the present paper is as follows. In Sec-
tion 2, we summarize briefly the thermodynamic Bethe
ansatz method for the Anderson model. In Section 3,
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we formulate the elementary excitations for the spin and
the charge degrees of freedom at finite temperatures. Nu-
merical results for the spectral density are presented in
Section 4. Section 5 is devoted to the summary of this
paper.

2 Bethe ansatz equations
at finite temperatures

We first recapitulate the exact solution of the Ander-
son model at finite temperatures. The Anderson model
describes free conduction electrons coupled with corre-
lated d-electrons at the impurity through the resonant
hybridization. The Hamiltonian is described as

H =
∑
kσ

εkc
†
kσckσ +

∑
kσ

Vk(c†kσdσ + d†σckσ)

+εd
∑
σ

d†σdσ + Ud†↑d↑d
†
↓d↓. (1)

Under the condition that only the s-wave component of
the conduction electron is mixed with the localized elec-
tron, the model can be reduced to one dimension. We lin-
earlize the dispersion as εk = vk with v = 1 near the
Fermi level and convert the kinetic energy into −i∂/∂x in
the coordinate representation. Due to these simplification,
the Hamiltonian can be diagonalized exactly by the Bethe
ansatz method [7]. The Bethe ansatz equations are given
as

eikjL =

[
M∏
α=1

B(kj)− Λα + iU∆

B(kj)− Λα − iU∆

]
·
kj − εd + i∆

kj − εd − i∆
, (2)

N∏
j=1

Λα −B(kj) + iU∆

Λα −B(kj)− iU∆
= −

M∏
β=1

Λα − Λβ + i2U∆

Λα − Λβ − i2U∆
, (3)

where B(kj) = (kj−U/2− εd)2, kj and Λα are the rapidi-
ties concerning the charge and the spin degrees of freedom,
and the resonance width is given as ∆ = V 2/2. The length
of the system and the number of electrons (down spin) are
denoted as L and N(M), respectively. The ground state
of the Anderson model has been proved to be constructed
by the bound-state solution of two electrons with the an-
tiparallel spins as [8]

k±α = −
√
Λα ± iU∆+ U + 2εd, (4)

where Λα is a real spin rapidity. The magnetic excitation
is expressed by the real charge rapidity.

At finite temperatures, solutions are grouped into com-
plex spin rapidities, complex charge rapidities and real
charge rapidities [19]. The complex spin rapidities are
given by two sets of series as

λn,jα = λnα + i (n+ 1− 2j)U∆,

(n = 1, 2, . . . ; j = 1, 2, . . . , n) , (5)

(α = 1, 2, . . . ,M ′n)

Λn,jα = Λnα + i (n+ 1− 2j)U∆,

(n = 1, 2, . . . ; j = 1, 2, . . . , n) , (6)

(α = 1, 2, . . . ,Mn)

where M ′n(Mn) is the number of λnα(Λnα). The complex
charge rapidities are related to one of two sets of complex
spin rapidities as

B(kn,jα ) = λn,jα ± iU∆. (7)

The real parts of these rapidities and the real charge ra-
pidities kj (j = 1, 2, . . . , N − 2M ′;M ′ =

∑∞
n=1 nM

′
n) sat-

isfy the following equations:

kjL = 2πIj +
∞∑
n=1

[
Mn∑
α=1

θ

(
B(kj)− Λnα

nU∆

)

+

M′n∑
α=1

θ

(
B(kj)− λnα

nU∆

)− φ(kj), (8)

[
2<
√
λnα + inU∆− 2n(U/2 + εd)

]
L

= 2πKn
α −

N−2M′∑
j=1

θ

(
λnα −B(kj)

nU∆

)

−
∞∑
m=1

M ′m∑
β=1

Θnm

(
λnα − λ

m
β

U∆

)
+ pn(λnα), (9)

−
N−2M′∑
j=1

θ

(
Λnα −B(kj)

nU∆

)
= 2πJnα

−
∞∑
m=1

Mm∑
β=1

Θnm

(
Λnα − Λ

m
β

U∆

)
, (10)

where

θ(x) = −2 tan−1 x, (11)

Θnm(x) =


θ
(

x
n+m

)
+ 2θ

(
x

n+m−2

)
+ · · ·

+2θ
(

x
|n−m|+2

)
+ θ

(
x

|n−m|

)
(n 6= m)

θ
(
x
2n

)
+ 2θ

(
x

2n−2

)
+ · · ·+ 2θ

(
x
2

)
(n = m) ,

(12)

φ(x) = −2 tan−1

(
∆

x− εd

)
, (13)

pn(λnα) =
n∑
j=1

[φ(−

√
λn,jα + iU∆+ U/2 + εd)

+φ(−

√
λn,jα − iU∆+ U/2 + εd)]. (14)
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Quantum numbers Ij ,K
n
α and Jnα specify kj , λ

n
α and Λnα,

respectively. The total energy is given by

E =
N−2M′∑
j=1

kj +
∞∑
n=1

M′n∑
α=1

[−2<
√
λnα + inU∆

+2n(U/2 + εd)]. (15)

In the thermodynamic limit, the distributions of the ra-
pidities kj , λ

n
α and Λnα are described by the functions ρ (k),

σ′n (Λ) and σn (Λ), respectively, and those of the holes are
given by ρh (k), σ′hn (Λ) and σhn (Λ). Equations (8–10) are
reduced to the set of integral equations for the distribution
functions as

ρ (k) + ρh (k) =
1

2π
+

1

L
ϕ(k)

+B′(k)
∞∑
n=1

∫ ∞
−∞

dΛFn(B(k)− Λ)[σn (Λ) + σ′n (Λ)],

(16)

σ′hn (Λ) =
1

2π

(
d

dΛ
2<
√
Λ+ inU∆

)
−

1

2πL

d

dΛ
pn(Λ)−

∫ ∞
−∞

dkFn(Λ−B(k))ρ (k)

−
∞∑
m=1

Anm(Λ) ∗ σ′m (Λ) , (17)

σhn (Λ) =

∫ ∞
−∞

dkFn(Λ−B(k))ρ (k)

−
∞∑
m=1

Anm(Λ) ∗ σm (Λ) , (18)

where asterisk denotes convolution, and

B′(k) =
d

dk
B(k), (19)

Fn(x) =
1

π

nU∆

x2 + (nU∆)2
, (20)

Anm(x) = δnmδ(x) +
1

2π

d

dx
Θnm(

x

U∆
), (21)

ϕ(x) =
1

π

∆

(x− εd)2 +∆2
· (22)

At temperature T (kB = 1), the distribution functions at
thermal equilibrium have to be determined by minimizing
the thermodynamic potential Ω = E − TS, where S is
the entropy. From the condition δΩ = 0, the following
equations are derived [9,10,19,20]:

κ (k)

T
=
k

T
−
∞∑
n=1

∫ ∞
−∞

dΛFn(B(k) − Λ)

×
[
ln
(

1+e−εn(Λ)/T
)
−ln
(

1+e−ε
′
n(Λ)/T

)]
, (23)

ln
(

1 + eε
′
n(Λ)/T

)
=
−2<

√
Λ+ inU∆+ 2n(U/2 + εd)

T

−

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k)) ln
(

1 + e−κ(k)/T
)

+
∞∑
m=1

Anm(Λ) ∗ ln
(

1 + e−ε
′
m(Λ)/T

)
, (24)

ln
(

1 + eεn(Λ)/T
)

= −

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))

× ln
(

1 + e−κ(k)/T
)

+
∞∑
m=1

Anm(Λ) ∗ ln
(

1 + e−εm(Λ)/T
)
, (25)

where κ (k) = T ln(ρh (k) /ρ (k)), ε′n (Λ) =
T ln(σ′hn (Λ) /σ′n (Λ)) and εn (Λ) = T ln(σhn (Λ) /σn (Λ))
are pseudo-energies. The equations (23–25) are the
Bethe ansatz solutions of the Anderson model at finite
temperatures.

3 Elementary excitations

To calculate the elementary excitations for the spin and
the charge degrees of freedom at finite temperatures, let
us recall here that the ground state is expressed by the
bound-state solution of two electrons which is determined
by the real spin rapidity, and that the magnetic excitation
is determined by the real charge rapidity [8]. Furthermore,
the impurity contribution to the free-energy functional
at thermal equilibrium is expressed by the real spin ra-
pidity which describes the bound state of two electrons,
and the real charge rapidity [9,10,19,20]. Therefore, low-
energy properties of the model are mainly controlled by
the real spin and charge rapidities mentioned above. Based
on these observations, it is considered that the spin exci-
tation at finite temperatures is obtained by adding one
real charge rapidity at thermal equilibrium, and that the
charge excitation at finite temperatures is obtained by re-
moving a pair of bound-state solutions at thermal equilib-
rium, respectively, with the total electron number being
fixed. These are referred to as a dressed-particle excitation
and a dressed-hole excitation, respectively. Following the
method of Yang and Yang [14], we derive the formulation
for the shift of the energy from that of thermal equilib-
rium, which is defined as the excitation energy at finite
temperatures.

3.1 Spin excitation

First, we calculate the spin excitation. As mentioned
above, we insert a hole into the real charge rapidity at kh
or the corresponding quantum number Ih, and add a par-
ticle to the real charge rapidity at kp or Ip, other quantum
numbers remaining unchanged. Due to this procedure, the
distribution of rapidities is rearranged through the phase
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shift in (8–10). This is the back-flow effect. After the exci-
tation, the basic equations (8–10) are expressed in terms
of {k′j}, {λ

n′
α } and {Λn′α }, where {k′j}, {λ

n′
α } and {Λn′α } are

the new sets of rapidities. We write the shifts of rapidities
as

1

L
∆kj = k′j − kj , (26)

1

L
∆λnα = λn′α − λ

n
α, (27)

1

L
∆Λnα = Λn′α − Λ

n
α. (28)

Since the shifts of rapidities are sufficiently small, we take
into account only the lowest order of them. Expanding the
basic equations (8–10) in terms of the shifts of rapidities,
we obtain the following equations:[

1

2π
+

1

L
φ(kj)

]
∆kj

= −
1

L

∞∑
n=1

[
Mn∑
α=1

Fn(B(kj)− Λ
n
α) · (B′(kj)∆kj −∆Λ

n
α)

+

M′n∑
α=1

Fn(B(kj)− λ
n
α) · (B′(kj)∆kj −∆λ

n
α)

 , (29)

{
1

π

(
d

dλnα
<
√
λnα + inU∆

)
−

1

L

[
d

dλnα
pn(λnα)

]}
∆λnα

=
1

L

N−2M′∑
j=1

Fn(λnα −B(kj)) · (∆λ
n
α −B

′(kj)∆kj)

+
1

L

∞∑
m=1

M ′m∑
β=1

Bnm(λnα − λ
m
β ) · (∆λnα −∆λ

m
β )

−
1

2π

[
θ

(
λnα −B(kp)

nU∆

)
− θ

(
λnα −B(kh)

nU∆

)]
, (30)

1

L

N−2M′∑
j=1

Fn(Λnα −B(kj)) · (∆Λ
n
α −B

′(kj)∆kj)

=
1

L

∞∑
m=1

Mm∑
β=1

Bnm(Λnα − Λ
m
β ) · (∆Λnα −∆Λ

m
β )

+
1

2π

[
θ

(
Λnα −B(kp)

nU∆

)
− θ

(
Λnα −B(kh)

nU∆

)]
,(31)

where Bnm(x) = Anm(x) − δnmδ(x). In the thermody-
namic limit, these equations turn into integral equations
for ∆k (k), ∆λn (Λ) and ∆Λn (Λ) as

[ρ (k) + ρh (k)]∆k (k) =
∞∑
n=1

∫ ∞
−∞

dΛFn(B(k)− Λ)

× [σn (Λ)∆Λn (Λ) + σ′n (Λ)∆λn (Λ)], (32)

σ′hn (Λ)∆λn (Λ) =

−

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

−
∞∑
m=1

Anm(Λ) ∗ [σ′m (Λ)∆λm (Λ)]

−
1

2π

[
θ

(
Λ−B(kp)

nU∆

)
− θ

(
Λ−B(kh)

nU∆

)]
, (33)

σhn (Λ)∆Λn (Λ) =∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

−
∞∑
m=1

Anm(Λ) ∗ [σm (Λ)∆Λm (Λ)]

+
1

2π

[
θ

(
Λ−B(kp)

nU∆

)
− θ

(
Λ−B(kh)

nU∆

)]
. (34)

In this way, the shifts of rapidities due to the back-flow
effect are determined completely.

We now calculate the energy increment associated with
the elementary excitation. The excitation energy is given
by the sum of the bare energy shift and the energy shift
due to the back-flow effect:

εs(kp, kh) = kp − kh +

∫ ∞
−∞

dkρ (k)∆k (k)

+
∞∑
n=1

∫ ∞
−∞

dΛσ′n (Λ)∆λn (Λ)

×

{
d

dΛ

[
−2<

√
Λ+ inU∆

]}
. (35)

Differentiating the equations (23–25) with respect to the
rapidities, and substituting them into the expression (35),



A. Tomiyama et al.: Elementary excitations for the Anderson model at finite temperatures 355

we obtain

εs(kp, kh) =∫ ∞
−∞

dk
d
dkκ (k)

1 + eκ(k)/T

[
(1 + eκ(k)/T )ρ (k)∆k (k)

−
∞∑
n=1

∫ ∞
−∞

dΛFn(B(k)− Λ){σn (Λ)∆Λn (Λ)

+ σ′n (Λ)∆λn (Λ)}
]

+
∞∑
n=1

∫ ∞
−∞

dΛ
d
dΛε
′
n (Λ)

1 + eε
′
n(Λ)/T

[
eε
′
n(Λ)/Tσ′n (Λ)∆λn (Λ)

+

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

+
∞∑
m=1

Anm(Λ) ∗ {σ′m (Λ)∆λm (Λ)}
]

+
∞∑
n=1

∫ ∞
−∞

dΛ
d
dΛ
εn (Λ)

1 + eεn(Λ)/T

[
eεn(Λ)/Tσn (Λ)∆Λn (Λ)

−

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

+
∞∑
m=1

Anm(Λ) ∗ {σm (Λ)∆Λm (Λ)}
]
. (36)

Using the equations (32–34), we find finally the simple for-
mula for the excitation energy renormalized by the back-
flow effect, as

εs(kp, kh) = κ(kp)− κ(kh). (37)

It is noted that the spin excitation energy can be described
by using only the pseudo-energy for the real charge rapid-
ity at thermal equilibrium. In the limit of T → 0, the
expression (37) coincides with the spin excitation energy
from the ground state. At finite temperatures, the ele-
mentary excitation by other kinds of string solutions can
also be formulated. In the limit of T → 0, however, these
excitation energies vanish and there remains only the ex-
citation energy for the real charge rapidity.

3.2 Charge excitation

Next we calculate the charge excitation. As mentioned
before, the charge excitation is given by treating a bound-
state solution which is described by the real spin rapidity.
Thus, we insert a hole into the real spin rapidity at λh
or K1

h, and add a particle to the real spin rapidity at
λp or K1

p . Expanding equations (8–10) in terms of the
shifts of rapidities, we obtain the following set of equa-
tions to determine ∆k (k), ∆λn (Λ) and ∆Λn (Λ) in the

thermodynamic limit:

[ρ (k) + ρh (k)]∆k (k) =
∞∑
n=1

∫ ∞
−∞

dΛFn(B(k) − Λ)[σn (Λ)∆Λn (Λ)

+ σ′n (Λ)∆λn (Λ)]

+
1

2π

[
θ

(
B(k)− λp

U∆

)
− θ

(
B(k)− λh

U∆

)]
, (38)

σ′hn (Λ)∆λn (Λ) =

−

∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

−
∞∑
m=1

Anm(Λ) ∗ [σ′m (Λ)∆λm (Λ)]

−
1

2π
[Θn1(Λ− λp)−Θn1(Λ− λh)] , (39)

σhn (Λ)∆Λn (Λ) =∫ ∞
−∞

dkB′(k)Fn(Λ−B(k))ρ (k)∆k (k)

−
∞∑
m=1

Anm(Λ) ∗ [σm (Λ)∆Λm (Λ)]. (40)

The excitation energy is given by the sum of the bare
energy shift and the energy shift caused by the back-flow
effect as

εc(λp, λh) = −2
√
λp + iU∆+ 2

√
λh + iU∆

+

∫ ∞
−∞

dkρ (k)∆k (k) +
∞∑
n=1

∫ ∞
−∞

dΛσ′n (Λ)∆λn (Λ)

×

{
d

dΛ

[
−2<

√
Λ+ inU∆

]}
. (41)

Using the differentiations of equations (23–25) with re-
spect to the rapidities and using equations (38–40), we
can recast (41) into the simple formula with the use of the
pseudo-energy of the real spin rapidity at thermal equilib-
rium,

εc(λp, λh) = ε′1(λp)− ε
′
1(λh). (42)

Note that in the limit of T → 0, the expression (42)
coincides with the excitation energy from the ground
state. The elementary excitations concerning other kinds
of string solutions can be formulated for the charge exci-
tation as well. But in the limit of T → 0, such excitations
vanish and only the excitation for the real spin rapidity
remains. Hence, the present formulation for the spin and
the charge excitations at finite temperatures is a natural
extension of the case of T = 0.
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4 Spectral densities of the elementary
excitations

First we consider the relation between the origin of the
excitation energy and the repidities kh in (37) and λp in
(42). At zero temperature, the real charge and the real spin
rapidities occupy fully the region [−∞, qc] and [qs,∞], re-
spectively. In this case, the spin excitation energy is ob-
tained by fixing kh at qc, and the charge excitation energy
is obtained by fixing λp at qs. It is noted that the pseudo-
energies of the real charge and spin rapidities satisfy the
conditions κ(qc) = 0 and ε1(qs) = 0, in the limit of T → 0.
At finite temperatures, however, a clear cut-off of the ra-
pidity does not exist and we can take arbitral values of kh
and λp in the expressions (37) and (42), because the parti-
cle states and the hole states are distributed randomly. To
determine the origin of the excitation energy, we extend
the above relations between the pseudo-energy and the
cut-off of the rapidity to the case of finite temperatures:
we take kh to satisfy κ(kh) = 0 for the spin excitation, and
λp to satisfy ε′1(λp) = 0 for the charge excitation. There-
fore, the spin excitation energy and the charge excitation
energy take the forms as

εs(kp) = κ(kp), (43)

εc(λh) = −ε′1(λh). (44)

In the following, we use the excitation energy given by
(43) and (44).

The spin excitation spectrum is defined by counting
the hole state in the given range of the excitation energy
[ε, ε+ dε], since the spin excitation is obtained by adding
one rapidity kp to an unoccupied state at thermal equilib-
rium:

Ds(ε(k)) =
ρhI (k)

|dε(k)/dk|
, (45)

where ε(k) = κ(k) and ρhI (k) denotes the impurity part of
the distribution function at thermal equilibrium. On the
other hand, the charge excitation spectrum is defined by
counting the particle state, since the charge excitation is
obtained by removing one rapidity λh from the particle
states:

Dc(ε(λ)) =
σ′1I (Λ)

|dε(λ)/dλ|
, (46)

where ε(λ) = −ε′1(λ) and σ′1I (Λ) denotes the impurity
part of the distribution function at thermal equilibrium.

To see the temperature dependences of Ds(ε(k)) and
Dc(ε(λ)) clearly, we further introduce the whole excitation
spectrums by counting whole states in [ε, ε+ dε]:

Dwhole
s (ε(k)) =

ρI (k) + ρhI (k)

|dε(k)/dk|
, (47)

Dwhole
c (ε(λ)) =

σ′1I (Λ) + σ′h1I (Λ)

|dε(λ)/dλ|
· (48)

(a)

(b)

Fig. 1. The numerical results for the spin excitation spectrums
are shown in the symmetric case of (a) U = 1.0∆ and (b) 4.0∆.
TK ∼ 0.277∆ for U = 4.0∆.

These excitation spectrums satisfy the following relations:

Ds(ε(k)) =
1

1 + exp(ε(k)/T )
Dwhole
s (ε(k)), (49)

Dc(ε(λ)) =
1

1 + exp(ε(λ)/T )
Dwhole
c (ε(λ)). (50)

We solve the equations (16–18) and (23–25) numerically
and calculate the elementary excitation spectrums.
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(a)

(b)

Fig. 2. The numerical results for the charge excitation spec-
trums are shown in the symmetric case of (a) U = 1.0∆ and
(b) 4.0∆. TK ∼ 0.277∆ for U = 4.0∆.

4.1 Symmetric case

The results for the spin excitation spectrums in the
symmetric case are shown in Figure 1 for U = 1.0∆
and U = 4.0∆. When temperature is decreased be-
low the Kondo temperature, which is given as TK =(

2∆U
π2

)1/2
exp

[
−π4

(
U
2∆ −

2∆
U

)]
∼ 0.277∆ for U = 4.0∆,

the resonant peak structure grows in the low energy re-
gion. This peak structure develops and becomes narrow
as the Coulomb interaction increases. The peak struc-
ture shown here is related to a characteristic temperature
dependence of physical quantities such as the maximum
structure of the specific heat around TK [9].

(a)

(b)

Fig. 3. The numerical results for the whole excitation spec-
trums of (a) the spin excitation and (b) the charge excitation
are shown in the symmetric case of 4.0∆. TK ∼ 0.277∆.

The charge excitation spectrums are shown in Figure 2
for U = 1.0∆ and U = 4.0∆. For the weak Coulomb
interaction U = 1.0∆, the spectrum approaches to the
Lorentz-type structure with decreasing temperature. For
the strong Coulomb interaction U = 4.0∆, the hump
structure develops around the impurity level εd = −U/2,
reflecting the suppression of the charge fluctuation at low
temperatures.

In Figure 3, the numerical results for the whole ex-
citation spectrums Dwhole

s (ε(k)) and Dwhole
c (ε(λ)) are

shown for U = 4.0∆. The temperature dependence of
Dwhole
s (ε(k)) and Dwhole

c (ε(λ)) is not so conspicuous in
contrast to that of Ds(ε(k)) and Dc(ε(λ)) in low energy
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(a)

(b)

Fig. 4. The numerical results for (a) the spin excitation spec-
trums and (b) the charge excitation spectrums are shown for
U = 8.0∆ and εd = −2.0∆. TK ∼ 0.120∆.

region. From the relations (49, 50), it is considered that
the temperature dependence of Ds(ε(k)) and Dc(ε(λ)) in
low energy region is caused by the steep gradient of the
“Fermi distribution function” close to ε = 0.

4.2 Asymmetric case

The numerical results for the spin and the charge excita-
tion spectrums of the asymmetric case with the strong
Coulomb interaction (U � ∆, |εd|) are shown in Fig-
ures 4 and 5. When the impurity level lies suitably
deep and |εd| > ∆ (U = 8.0∆ and εd = −2.0∆),

(a)

(b)

Fig. 5. The numerical results for (a) the spin excitation spec-
trums and (b) the charge excitation spectrums are shown for
U = 4.0∆ and εd = 0.0.

we can see the resonant peak structure develops in
the spin excitation spectrum below TK , where TK =(

2∆U
π2

)1/2
exp

[
πεd

(
U+εd
2∆U

)]
∼ 0.120∆ in this case. In the

charge excitation spectrum, the hump structure grows
around the impurity level with decreasing temperature.
When the impurity level lies close to the Fermi energy
and |εd| < ∆ (U = 4.0∆ and εd = 0.0), on the con-
trary, the resonant peak structure does not grow in the
low energy region of the spin excitation spectrum and the
charge excitation spectrum approaches the Lorentz-type
structure with decreasing temperature. The difference of
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the temperature dependence of the excitation spectrums
between both cases is caused by the difference of the physi-
cal property. In the former case, the charge fluctuation be-
comes suppressed and the spin fluctuation survives in the
low temperature region. Consequently the specific heat,
for example, shows a Schottky-type peak around TK [10].
In this case, the ground state has nearly integer valence.
In the latter case, the Kondo effect disappears and the
ground state with intermediate valence comes out.

5 Summary

We have studied the elementary excitation spectrums for
the Anderson model at finite temperatures by using the
Bethe-ansatz solution. Dressed particles are introduced for
the formulation of the elementary excitation at finite tem-
peratures. We have discussed the temperature dependence
of the spin and the charge excitation spectrums in connec-
tion with bulk quantities of low energy region.

It is a great pleasure for us to have been asked to participate
in this volume dedicated to Professor J. Zittartz.
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